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Algorithm Oversight

Many incidents with algorithms have lead to an increasing
need of oversight
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Algorithms are a catch-all term, instead it is about automated
decision making and its impact

Algorithm Oversight

All types of organizations can utilize algorithms’ benefits. E.g. retailers for a better determination of prices, banks for better mortgage decisions and public 

organizations to automated decisions for citizens. Besides that, algorithms are a means in a broader process. In short, oversight is needed everywhere, and

should have taken place already. Hence, the question for oversight is not on organizational level, but on algorithm level instead: the impact of the algorithm

is key.

Autonomy: Decision making process based on 

automated processing of data, without an

effective ‘’human in the loop’’ making the

decision. 

Influence: Interaction with the

algorithm impacts the rights of an

individual, group or organizations.

Complexity: Advanced 

algorithm, based on a form of 

artificial intelligence or complex 

coherence with other

algorithms.

Autonomy

Complexity

Influence
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Complexity

Advanced algorithm, based on a 

form of artifical intelligence or 

complex coherence with other

algorithms

Algorithm Oversight

The question for oversight is not depending on the type of 
organization, but on the impact of the algorithm instead

Autonomy

Decision making process based on 

automated processing of data, 

without an effective ‘’human in the

loop’’ making the decision

Influence

Interaction with the algorithm impacts 

the rights of an individual, group of 

organizations

High degree

Low degree

• There is limited time/space to assess the

algorithm’s outcomes

• Based on the same information, an individual

can never make such a decision (e.e. due to the

time effort or lack of knowledge)

• The ‘’human in the loop’’ has few options to

override the outcome of the algorithm

• There is a clear ‘’human in the loop’’ with the

time and space to judge each outcome of the

algorithm

• The ‘’human in the loop’’ has the same

information at his/her disposal as the algorithm

• The ‘’human in the loop’’ has the mandate to

make decisions for themselves, even if they

conflict with the algorithm’s outcomes

• The results of the algorithm have a direct 

influence on an individual decision, with legal 

consequences or a determination that precedes 

it.

• The results of the algorithm provide the 

possibility that individuals and companies feel 

more affected than others by discrimination or 

singling out.

• The results of the algorithm have no legal 

consequences for an individual and/or group 

• The outcomes of the algorithm have only a 

limited influence on a final decision

• The application uses technology typically 

classified as artificial intelligence (/machine 

learning)

• The application uses large amounts of data, 

often unstructured in nature.

• The application uses “traditional” data analysis 

techniques such as rule-based analyses.

• The application uses clear data in a fixed 

structure.
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Algorithm Oversight

In addition, the use of algorithms and AI has a number of 
specificities that play a role oversight

There is a 

fundamentally different 

design process

Explainability is 

needed due to the

’black box’

Continuous

monitoring is required

during the use

Professional 

devaluation and fool 

with a tool are lurking

Responsibilities

around algorithms

are different

Ethics and

compliance are 

important themes



7© 2021 KPMG Advisory N.V., All Rights Served

Who should supervise algorithms? In the current situation
there is accumulation, and different ways of thinking

Algorithm Oversight

Centralized

Decentralized

Existing
New

One central body is responsible for all oversight of algorithms. This can possibly be divided per sector.

Oversight is organized in a decentralized way and assigned to various organizations. This can be a distinction on sector but also on technological and functional level

Cons

Difficult to bring all knowledge 

together, requires considerable 

upscaling, specific domain 

knowledge is lacking. Difficult to 

scale in a general sense.

Pros

Centralized knowledge, one go-

to-point, already existing. One

centralized approach familiair for

all organizations

Cons

Technical knowledge decentralized, 

required to be built up per institution. 

Likely to lead to different forms of 

supervision/opinions/enforcement

Pros

Specific domain knowledge, 

existing structures, 

responsibilities and mandate. 

Easily scalable.

Cons

Relatively free format, 

enforcement unclear.

Pros

Specific domain knowledge. Existing 

structures, responsibilities and mandate. Easily 

scalable. Responsibility lies with the 

organization itself.

Own responsibility
for example using three lines of defense and existing 

reporting structures (annual report, etc.)

Cons

Difficult to bring all knowledge 

together, requires considerable 

upscaling, specific domain 

knowledge is lacking. Difficult to 

scale in a general sense.

Pros

Centralized knowledge, one 

point of contact, already existing, 

can be built from the ground up 

with a clear approach.
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Ex-ante oversight

This means that algorithms are required to be

approved prior to deployment. This prevents major 

errors, but slows down innovation.

Ex-post oversight

This means that algorithms are checked after

deployment. This fosters innovations, but does not

always prevent errors. 

Algorithm Oversight

Oversight helps pushing organizations to think of responsible
implementation of algorithms
Oversight can be approached in two different ways : (1) preventive, also called: “ex ante” of (2) detective, also called “ex post”. Both approached have their

pros and cons..

Pros

Cons

• By checking algorithms in advance, incorrect algorithms are 

prevented and only reliable algorithms are actually used

• There is no need to issue fines. After all, organizations will 

be corrected for the potential “offence”

• Scalability. It is virtually impossible to pre-assess all 

algorithms that are being developed. Even when the pre-

check only applies to high-risk algorithms..

• Slows down innovation and competitive advantage. 

Organizations have little chance to create speed and 

distinguish themselves from their competition.

• Puts the responsibility with the organization itself, so that 

they can reap the benefits, but also bear the risks 

themselves.

• Encourages innovation. There is still room for speed and 

competitive advantage.

• Scalable. Targeted (risk-based) extra checks can be made 

afterwards.

• Errors persist. Not all errors can be prevented by checking 

afterwards.

• Requires a foundation of trust, which in some cases cannot 

be met..
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Oversight requires insight on three levels of algorithm control 
in organizations

Algorithm Oversight

Governance

Capability

Algorithm

― Are the individual algorithms used by the organization of sufficient quality and reliable?

― Has the organization made an estimate of the potential negative consequences for each algorithm?

Most important themes and subjects

― Does the organization pay attention to the risks of using algorithms at the highest level? With clear roles and 

responsibilities and reporting structures?

― Does the organization have sufficient governance around the use of algorithms with functions such as privacy, 

security and data?

― Does the organization ensure clear development and control/management processes to ensure that 

algorithms are used sufficiently reliably, fairly, transparently and legally

― Is the organization accessible to citizens/consumers/customers to answer questions?

― Has the organization provided the right people and (technical) resources to carry out these processes?
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Four audit approaches to address algorithms
Algorithm Oversight

― Test if (a sample of) the transactions were 

processed by the algorithm in line with 

relevant criteria.

― Test if internal controls are in place to 

monitor the transactions performed by the 

algorithm and mitigate the risks of 

algorithm failure.

― Perform an in-depth assessment to 

determine if the algorithm performs in line 

with relevant criteria (including GITC when 

testing ToE).

Test the model

Substantive 

procedures

― Evaluate if entity level controls are in place 

to ensure algorithms are built in a 

controlled environment.

Evaluate 

algorithm entity 

level controls

Test 

monitoring 

controls

Algorithm output

…role of the algorithm in a process drives the selection of audit approaches

Algorithm design and 

maintenance

Indirect audit approaches. 

Evaluate the algorithm and 

its control environment. 

Direct audit approaches. 

Test the output of the 

algorithm and/or controls 

regarding algorithm output 

Algorithm overall 

control environment

Object of investigation Audit approach
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Combined approach:

― Technical review on the design of the algorithm (testing the

model)

― Review on the checks performed by the Finance 

department on the output of the model (monitoring controls)

The technical review:

An example of a detailed approach of ‘’test the model’’
Algorithm Oversight

Source 

data
OutputETL Data prep Training Validation

Completeness and 

accuracy established 

through reconciliation 

with key databases

Inspection of the 

queries used to check 

the ETL process and 

data prep

Inspection of the 

documentation of the 

exploratory data 

analysis

Inspection of model 

design and 

assumptions, including 

(hyper) parameters

Inspection of the 

results of model 

validation steps

Partial reperformance of 

custom code developed 

for a specific part of the 

model

Inspection of server 

locations used to store 

model input and output, 

including security settings, 

in order to establish the 

model version audited was 

also used to calculate the 

provision
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